Setting Equivalent GLM Main result Ideas for the proof

Information-theoretic reduction of deep neural networks
to linear models in the overparametrized proportional
regime

F. Camilli, D. Tieplova, J. Barbier, and E. Bergamin

International Center for Theoretical Physics, Trieste, Italia
(— Aaurhus University, Denmark)

Log-gases in Caeli Australi, MATRIX Institute, Creswick, Australia
4-15 Aug 2025

_ Reduction of DNNs in the overparametrized regime 07.08.25 1/18



Setting Equivalent GLM Main resul It
®00000 0000

Main Ideas for the proof
Deep Neural Network

0000

X© ~ N(0,dy ')

x® = dl__l](Z@(W(Z)X(Z_l)) € R ¢ — activation function

Y = f(aTX(L)) f —readout function.
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Supervised learning: Starting from a training set D" = {(Xg)), Yu)h—1}, we
adjust the weights a, W(l), cee w® st

Y.~ f(aT<p(W(L)cp(...@(W(I)XLO))>) , Y.

_ Reduction of DNNs in the overparametrized regime 07.08.25 3/18




Setting
000000

Supervised learning: Starting from a training set DY) = {(Xff), Yu)h—1}, we
adjust the weights a, W(l), cee w® st

Y.~ f(aTgo(W(L)cp(...@(W(I)XLO))>) , Y.

Produce the smallest possible generalization error:

£ = [Voow — F(a7X8,)]

for a new couple (Xpow, Yaew)-
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Teacher-student setup
The training set is generated by a L-layer teacher network with matching
architecture:
Vi =f(a"xXP) + VAZ,, vu<n
(0 — () y (€=1) -
X _w(w X ) (=1,...L,

iid

for A >0, Z, 2 N(0,1). Prior on the weights (0(""): ar, W”" 2 A(0,1).
Same as

Y, ~ Pout(~ | a*Txff))
with

Pout(y | x) =

\/;T—AEXP ( - %(f(X) —y)z)
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Bayes-optimal student

Definition (informal)

A student network is Bayes-optimal if it is completely aware of the generative
model

V= f(a"xP) + VAZ,, vu<n,

and it matches the teacher's architecture. In other words: apart from the true
weights, it knows everything there is to know.

A Bayes-optimal student has access to the Bayes-posterior:

1 n
dP(0“) | DY) = —— = T Pous (Vu | a"x() DO
Z(D” ) p=1

where DOY) = DaDW® . W) s the Gaussian prior on the weights.
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Why Bayes-optimal?

Proposition (informal)

A Bayes-optimal student NN achieves the lowest expected generalization error

EE := E(Yaew — Y(DL, X0 ))?

new

that is yielded by the BO predictor

Viayes(DH, X© ) = E[Yoew | DV, X O ]

new

_ /dY YPout(Y | aTx(b) )dP(o(L) | DL,

new
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Main information theoretic quantities

@ Partition function or evidence:
n
(D) = / [T P (Y | a™x(1)) DO
p=1

o Free entropy: 7\") = 1Elog Z(D}")
@ Mutual Information per data point:

S (g(L ’—)) H('Df,L)) H(D,(7L) | g(L)*)
n n n
= ~H + Elog Pou (V1 | 87X ()
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The teacher Generalized Linear Model:

YO = (X + Ve ) + VAZ,,

w

*
1
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A simpler ancestor: the GLM

The teacher Generalized Linear Model:

YO = (X + Ve ) + VAZ,,

@ or Y~ Pout(' | v X+ \/E§Z>

*
1

with v, &% < N(0,1), p,e > 0.
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A simpler ancestor: the GLM

The teacher Generalized Linear Model:

VO = (v X0 + Ve ) + VAZ,

@ or Y~ out( v TX O 4 ee )

*
1

Free entropy:

with v, &% < N(0,1), p,e > 0.

n

_o 1
FO) = ;Elog/ I1 Pout(YlSO) | pvTX(© 4 ﬁ&H)Dvog

p=1

Mutual information:
1 _
~10(v*, ¢ DY) = — %) + Elog Pous (Y1 1 v X Vet )
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Recent conjectures

OTO T

Linear scalings

ndi,....do— 00, —=0(1)
dp

o [Li-Sompolinsky-2021] studied full training for linear networks;

o [Ariosto-Pacelli-Pastore-Ginelli-Gherardi-Rotondo-2022] conjectures a
formula for the ERM - generalization error;

o [Cui-Krzakala-Zdeborova-2023] builds on a Gaussian Equivalence
Principle to compute the Bayes-optimal limits as we do
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Gaussian Equivalence Principles

GEP (informal)

It amounts to the following replacement:

o (W*X,) = pW* X, + Veg,

with £ an independent standard Gaussian noise and

pP= EN(O,l)SD/ y €= IE3J\/(o,1)902 - (]Ej\f(o,l)@l)2

In our setting, it is not clear to what extent this is
applicable!
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In the context of random kernel matrices ® = T (W™ X)p(W™* X), also known as
Conjugate Kernel.

o [Louart-Liao-Couillet-2017] found deterministic equivalent of the resolvent
of ® has similar behavior with sample covariance models

o [Pennington-Worah-2017] spectral distribution of ®

e [Fan-Wang-2020] spectral distribution for multilayer conjugate kernel
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One layer reduction

e ¢, f € C?(R) are odd and with bounded first and second derivatives.

eoo=1,0,=Ep*(Z/501), pe=Eo'(Z\ /70 1), € =00— ag_lp%,
where Z is a standard Gaussian.

1 1 n n 1
Lio- o] o =)
nln n/" 0 T dmin * dmin dmin ’

where responses for L — 1-layer NN are drawn as

YP(LL_I) ~ Pout ( | pLa*TXELL—l) + \/ag;) )
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Mutual information equivalence

Under the same assumptions, the following holds true:

L Lol = O((l+\/z+d:m)\/%>,
(0)

where /; "’ is the mutual information associated with the data set Df,o) with
responses

V(D ~ Poge (- | 02 X + /067 )

and
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Generalization Error

im= fim st (1440 o
m = m S.T. .
n,dg— o0 dmin dmin vV dmin

Under the same hypothesis the following holds

lim|€® — 0| =0,

where £ is the GLM generalization error associated with %I,SO).
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Interpolation

The interpolation has to keep all the ingredients together:
Stu ::ﬁ[a*TQP(W*(L)x )] +f[va*Tx(L Dy e L)]
Sy =V1—t [ (W(L’ )}-ﬁ-\[[ﬂLVT (-1 +\F<(L]

Interpolating dataset:

Dt - {(Yt,u,axil,o))zzl}7 Yt,u, ~ out(' | Stu)
Interpolating free entropy:

n

1 1
foe = EE(t) log Z; = EE(t) |0g/dP(0(L))EV H ]ECELL) Pout(yt# | St#) .

p=1
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Useful concentrations

Moment control
kK C
< ke

I
e o < Sz

min

Quasi-orthogonality propagation
k
< G

4 L
E‘xgﬂ-xg) < =

min

Free entropy concentration
There exists a non-negative constant C(f, ) such that

V(% Ioth(Dt)) < C(f,(p)(% + d:”'n) .
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Conclusions

o If (14 /4= + & ——>0 (n~dp~...~dp), training deep NN will
give the same generallzat|on error as if trained GLM.

@ In order to escape this equivalence, deep neural networks must be analysed
beyond the proportional regime (the number of samples n must grow much
faster than dy, n ~ max{d,}?).
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